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ABSTRACT 

Data center sustainability, a phenomenon that has grown in 

focus due to the continuing evolution of Artificial Intelligence 

(AI)/High Performance Computing (HPC) systems; 

furthermore, a rampant increase in carbon emissions resulted 

from an unprecedented rise in Thermal Design Power (TDP) of 

the computer chips at the Scientific Data and Computing Center 

(SDCC) at Brookhaven National Laboratory (BNL). With the 

exponential increase of demand towards the usage of such 

systems, major challenges have surfaced in terms of 

productivity, Power Usage Effectiveness (PUE), and 

thermal/scheduling management. 

     This abstract aims to benchmark the carbon footprint of 

AI/HPC workloads using a single Supermicro HGX node with -

Nvidia H-100 GPUs and analyzing potential improvements 

from diverse types of cooling systems. Our current studies 

show performance optimization issues involving the inability 

to reach the maximum rated TDP. Based on the analysis, a 

conversion from the existing air-cooled system to liquid-cooled 

one is proposed to reduce the carbon footprint. In addition to 

environmental benefits, the proposed changes should bring 

scalability, availability, and reliability improvements to BNL's 

SDCC datacenter. 
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Power intensive workloads have reinforced the need for a 

transformation from the current air-cooling system, utilizing 

the Rear Door Heat exchangers (RDHx), to a Direct-To-Chip 

(DTC) liquid cooling system at SDCC. According to Goldman 

Sachs, the power consumption for AI computing alone will see 

an increase of 160% by 2030, inevitably increasing carbon 

footprints [1].  The research proposes repeating benchmarks 

on a liquid cooled node, of similar hardware specifications to 

the identified H-100 powered by 8 Nvidia GPUs (700W each), 

for analysis on the reduction of power consumption and carbon 

emissions at no compromise towards performance [2]. 

Neighboring innovative data centers have shown DTC cooling 

systems, installed to the most heat-producing components 

(GPUs/CPUs), are more effective than air-cooled systems by 

20-25% [3]. Furthermore, the increase in thermal capacity 

provides greater hardware density per rack, refining space 

efficiency and enhancing scalability [4]. Other dimensional 

enhancements involve automating task scheduling by shifting 

heavier workloads to off-peak hours for a reduction in energy 

usage and carbon pricing.  

     To qualify the proposed approach, various test runs, and 

carbon monitoring are performed to collect data before and 

after applying a DTC cooling system. The outline of the research 

is to collect data through experimental stress runs, while 

simultaneously tracking carbon emissions, CDU and GPU 

power consumptions, and PUE through the utilization of 

CodeCarbon, Pytorch, Grafana, ResNET 152/CIFAR10, and 

LlaMA2 13B on a single node [5]. Finally, creating a scheduling 

AI model to schedule runs based on various parameters [6]. 

     Currently, with over 55,000 PUE inputs over this fiscal year, 

displayed in Figure 1, SDCC sits at an average PUE of about 1.3, 

indicating a significant level of energy efficiency already. Our 

data from AI training stress tests have revealed that at 100% 

GPU/CPU utilization, the nodes operate at only 80% of their 

intended TDP.  

     The proposed research will allow the owners/operators in 

BNL’s hyper scale data center to conserve power, resulting in 

increased power and cooling capacity, and ultimately decrease 

carbon emissions. A potential power savings of 20-25% can be 

used for scalability by introducing high density HPC racks. The 

integration of DTC cooling and workload management systems 

will result in the optimization of power consumption efficiency, 

carbon emissions, and operation expenditure without having 

to sacrifice performance required for ever-evolving 

computational workloads. 
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Figure 1: Power Usage Effectiveness (PUE) tracked over 

the past fiscal year.  

 

 

 

 


