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Abstract
Philosophers of technology have recently started paying more at-
tention to the environmental impacts of AI, in particular of large
language models (LLMs) and generative AI (genAI) applications.
Meanwhile, few developers of AI give concrete estimates of the
ecological impact of their models and products, and even when they
do so, their analysis is often limited to green house gas emissions
of certain stages of AI development or use. The current proposal
encourages practically viable analyses of the sustainability aspects
of genAI informed by philosophical ideas.

Bolte & van Wynsberghe (2024) [7] signaled the rise of ‘Sustain-
able AI’ as a new subfield of AI ethics, an evolution which van
Wynsberghe (2021) [16] called the ‘third wave of AI ethics’ and
which the authors consider to be part of the ‘Terrestrial Turn in the
philosophy of technology’ as Lemmens et al. (2017) called it in an
editorial [12]. Previously, authors such as Bostrom & Yudkowsky
(2018) [11] dealt primarily with long-term existential risks associ-
ated with speculative future AI developments, while Bender et al.
(2021) [9, §6.2] and others focus on case studies on the concrete
harms by existing and forthcoming AI models (due to algorithmic
bias, for instance).

Philosophers writing on Sustainable AI flag the need for a critical
analysis of the (un-)sustainability of AI itself in contrast to focusing
on the potential of applications of AI for, say, fighting climate
change. The latter may be linked to green-washing, which Heilinger
et al. (2024) defined as: “the particular form of ethics-washing that
focuses on and attempts to obscure the environmental impact of a
given AI technology” [3, §5].

The literature on Sustainable AI is clearly motivated by pressing
ecological and societal needs, so it seems especially relevant to ask
how the findings of AI ethicists can be translated into insights that
inform engineers and other researchers, who develop and/or apply
AI, as well as policy makers, who prepare decisions on AI invest-
ments. This raises the following question: how do we make the
ethical discussion on Sustainable AI actionable for engineers
and policy makers?

The ecological sustainability of new products is often assessed
with a life cycle assessment (LCA), which considers the potential
ecological impacts from the energy and raw materials needed to
create the product (cradle), to use it, and to dispose of it (grave).
Currently, many researchers use genAI in their work and engineers
include it in many applications. So, it seems vital to estimate the
impact of AI in the LCA as well. Likewise, the impact of genAI on
socio-economic aspects of sustainability should also be assessed,
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for instance in a product line analysis (PLA), but starting with an
LCA is a crucial first step in that direction.

So,my concrete proposal is to start from LCAs as amethod-
olgy that is already in use by R&Ddepartments and to expand
it to include the ecological impact of AI.

Unfortunately, there is much more literature on using genAI to
draw up LCAs than there are examples of sustainability assessments
of AI applications. Still, there are a few extant LCAs or similar
assessments of genAI models:

• Berthelot et al. (2024) presented an “LCA-based methodology
for a multi-criteria evaluation of the environmental impact of
generative AI services” applied to one genAI image generator
(Stable Diffusion) [1].

• Luccioni et al. (2023) estimated the carbon footprint of an
open-science language model with 176 billion parameters
(BLOOM); although they lacked some “necessary informa-
tion to carry out a ‘cradle-to-grave’ assessment”, they aspired
to an LCA-like analysis [13].

• Delort et al. (2023) reviewed much of the relevant literature,
with further examples of (partial) assessments [4].

These sources, which focus on genAI models as such, may serve as
a crucial starting point for assessing the sustainability of products
that apply these models.

While concrete workflows and methodologies (such as LCA) are
needed to give ethical considerations real-world impact, sustained
contact with the ethics-of-AI community may foster a critical at-
titude to avoid overly shallow implementations. Just like healthy
food is not a property of an isolated food item eaten by an individual
at a specific occasion, also sustainability should be understood “as a
property of complex systems” rather than of AI models in isolation
(Bolte et al., 2022 [6, §6]). Current environmental analyses, however,
if they are made at all, tend to have a narrow focus, often on the
carbon footprint of a single AI model (see, e.g., Simon et al., 2024
[15]). They also favour the direct impact, over higher-order effects,
including behavioral change (Hilty & Hercheui, 2010 [10]; but see
Bieser, 2024 [5]). Like in the debate on short- versus long-term AI
risks, it seems needed to make a full-scale analysis that includes
highly likely, direct impacts as well as more speculative, indirect
ones (cf. Sætra & Danaher, 2023 [14]).

Vice versa, the proposed dialogue between philosophers of tech-
nology and engineers may also broaden the scope of the former.
For instance, genAI is not the only technology that raises urgent
environmental concerns: similar worries apply to cryptocurrencies
and the internet of things (IoT) (see, e.g., Freitag et al., 2021 [2]).

Moreover, fostering interdisciplinary discussions may maximize
the uptake in policy documents, as Hu et al. (2024) showed for
research on the COVID-19 pandemic [8].
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